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Introduction

Complexity of cloud services

Consumers experiment some services latencies
Where to start troubleshooting ?

Complete view of the cloud environment
Correlate informations from different nodes



Research objectives

® Focused on Openstack platform
o Infrastructure as a service |
OPENSTACK
o get system performance D | | 1
. Openstack Dashboard ’ ore
® Analyse Openstack Services N ..'. ==.==
©) NOV8: Compute reSOUFCeS Compyte Nemorking Slotfge

o Neutron: Networking as a service Operscsta s

Standard Hardware

Cloud system architecture
https://www.openstack.org/software/




Research objectives

® Analyse cloud infrastructure

O services, virtual resources ...

® Show openstack service efficiency

o show interaction and service bottleneck

® Correlate cloud nodes information

® Understand execution failures
o find weak link



Analyse Model

User Space

______________

High level

IMiddle level

Low level

Multilevel tracing:

(@)

O

(@)

High level: Nova
Middle level: Qemu
Low level: Kernel

Complete view of the Cloud environment

o gather multi layer trace from all nodes
High level
O users actions
O  services interactions
o Resources usage per tenants
o Not enough in somes cases
o look for more details in low level (qemu/kvm, kernel)




Openstack nova

Nova architecture

Openstack Compute

Collection of services

select host for VM creation (scheduler)
database access (conductor)

handle VM lifecycle (compute)

Hub for communication (RabbitMQ)




Openstack nova
How to trace nova ?

® Based on nova logging activity
o Lttng python gets logs ouputs

® Write the log in a usefull format

o we use JSON format to provide: event_type, instance, context, message




Openstack nova

Nova tracing purpose

¥ project
. VM State "d5b25::3628e84ams4t
vm-7368
o VM lifecycle state |
o VM network setup Y ym-11507
o VM migration execution State -
v vm-22251 |
State |
¥ vm-29091 |
State |

VM states View




Openstack nova
Nova tracing purpose

® Services performances analysis

LOGER NAME L 18315440 093154600 ISR 09350 083135

¥ aUto-20160503-093138/ust uic 1000 64t
¥ nova

Services activities
schedulermanager

schedulerhost.manager

Fkers - -
scheduler filter scheduler - -

tompute manager

compute.resource tracker
tomputeclaims

Time to perform or execute
requests

scheduling algorithm

load balancing among services




Openstack nova
Nova tracing purpose

® Request flow analysis

o Communication performance through RABBITMQ
bottleneck in the messaging hub

o Activity process

check that no service is waiting unnecessarily for another.
request is handled as expected by the services.



Openstack nova

Nova tracing purpose

® Troubleshooting

o analyse log to pinpoint error cause
o find critical service in the cloud system

DOpemtachenﬁceviwn| [# & = BEA W
LOGER_NAME " 09:31:54.400 09:31:54.600 09:31:54.800 09:31:55.000 09:31:55
v aUto-20160503-093138ust/uid/1000/64bit '
¥ nova
scheduler.manager
scheduler.host_manager
filkers
scheduler.filter_scheduler
compute.manager
compute.resource_tracker

error, debug

Service logs }

compute.claims

compute.resources wpu

network.manager : | ! |
block_device




Virtualization layer

® Whatis Qemu?

o emulate hardware device: net, disk

o Used with KVM, Xen, ...

o Handle VM request to the hardware
® How totrace Qemu?

o already instrumented (support Lttng, DTrace, ...)
® Why tracing Qemu?

o show VM internal process
o memory leaks Qemu not freeing memory



Kernel layer

® Virtual machine is a simple process using compute resources
o Analysis is made like for any process

® A lot of features available in Ltthg and Tracecompass
o  Control flow, critical path, resource views
® Provide fine-grained data

o Resources usage, services latencies

® Resources sharing cause interferences between virtual machines
o  CPU contention, memory and Network Interferences



VM Live Migration Case

Migration activities in Openstack Nova

Time e Nova does not have access
HOST A i S @ rova activity _ _ .
- ok i ror to migration internal process.
|'[|00mS’;|I-IeB’ > gemu activity
HosTc u e Only Qemu can report about
HOSTD migration copy step
Migration steps in Qemu e high level process not
Pt gy e e St enough to understand some
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VM Live Migration Case

to-20160503-093856/ust/uid/1000/64-bit
0va
scheduler.manager
scheduler.host_manager
filters
scheduler.filters.retry filter
scheduler.filker_scheduler
network.manager
virt.libvirt.driver
compute.manager

Nova service view

Migration failed so
rollback process

error cause ?

LIVE_MIG_ROLLBA

Why migration fail?
e Bug in virtualizaton layer ?
e Migration timeout reached ?
e Network or CPU contention interrupt data copy to
the destion host ?
e VM has a high workload: data copy never end ?
e Seek for detail in low level



VM Live Migration Case
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Migration step in Qemu

® We only get 2 steps:Precopy, iteration copy
® Stop&copy is missing as migration never complete
® look for dirty pages rate for more details about the migration



VM Live Migration Case
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Fig.1 Abnormal Dirty page rate curve

Fig.2 Normal Dirty page rate curve

Fig.1 (our case)

Curve appearance is different from normal
migration one

The curve does not converge to O

VM has a high workload

page dirtying rate is higher than the data copy
to the destination host

Qemu cannot transfer quickly the memory

CPU usage from kernel trace shows a high CPU
usage for the VM process



VM Live Migration Case
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Fig.1 Abnormal Dirty page rate curve

[T QemuDirtyPageView & =l

Fig.2

® Show a normal view of a succeded
migration

® curve converging to O means that the page
dirtying rate decreases over time
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Fig.2 Normal Dirty page rate curve



VM Live Migration Case

T QemuDirtyPageView & s g
Possible solutions
v == . .
o @ increase the priority of the VM process for
N4EERENEEE BEEEE resource usage
i1 Abn ' ® decrease if possible other process priority to

Fig.1 Abnormal Dirty page rate curve
the computing resource
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Fig.2 Normal Dirty page rate curve




Future work

® Network functions virtualization
o DNS, firewall, NAT deployment and managing

® Neutron project tracing

o project to provide networking as a service
o provide API abstraction for port, subnet, network.

® Opendaylight services analyses

o  Controller infrastructure for SDN deployement




QUESTION 7
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