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Cloud system architecture
 https://www.openstack.org/software/
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VM states View



● Time to perform or execute 
requests

● scheduling algorithm 
● load balancing among services
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● Nova does not have access 
to migration internal process.

● Only Qemu can report about 
migration copy step

● high level process not 
enough to understand some 
cases



Why migration fail?
● Bug in virtualizaton layer ?
● Migration timeout reached ?
● Network or CPU contention interrupt data copy to 

the destion host ?
● VM has a high workload: data copy never end ?
● Seek for detail in low level

Nova service view



Migration step in Qemu



Fig.1 Abnormal Dirty page rate curve

Fig.2 Normal Dirty page rate curve



Fig.1 Abnormal Dirty page rate curve

Fig.2 Normal Dirty page rate curve



Fig.1 Abnormal Dirty page rate curve

Fig.2 Normal Dirty page rate curve
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https://wiki.openstack.org/wiki/Nova
https://wiki.openstack.org/wiki/Nova
https://pdfs.semanticscholar.org/2f2c/dd7b0c98b5e43b61272d2ac3ebb5cd29041d.pdf
https://pdfs.semanticscholar.org/2f2c/dd7b0c98b5e43b61272d2ac3ebb5cd29041d.pdf
https://pdfs.semanticscholar.org/2f2c/dd7b0c98b5e43b61272d2ac3ebb5cd29041d.pdf
https://projects.eclipse.org/projects/tools.tracecompass
https://projects.eclipse.org/projects/tools.tracecompass
http://lttng.org/docs/#doc-python-application
http://lttng.org/docs/#doc-python-application
https://wiki.openstack.org/wiki/Neutron
https://wiki.openstack.org/wiki/Neutron
https://www.opendaylight.org/
https://www.opendaylight.org/
https://www.openstack.org/software/
https://www.openstack.org/software/

